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Organization of the Paper Results of our observed investigate and finally, Section VI

The paper is planned into the five sections: Section | details the final remarks and future scope of the paper.

contains the Introduction, Section Il is about the Related  Introduction
Research Work done in the past, Section Ill provokes the
research areas we have focused on, Section IV describes
our Methodology, Section V contains the Employment and

Natural Language Processing (NLP) is an area of artificial
intelligence that investigates the use of computers to
identify and influence natural language text or speech to
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do useful things. Sentiment analysis is a well- known area
in the field of Natural Language Processing. Given a set of
texts, the purpose is to determine the polarity of that text.
Research has been performed over the years on numerous
methods, benchmarks, and resources of sentiment analysis
and opinion mining.

Related Work

In the modern-day technological world, automation plays
an especially important role in the human life varying
from domestic applications to the industrial uses. This
automation makes use of various technological devices
such as machines, computers & its accessories, etc. which
could be used by the humans for various applications. In this
context, a review of the explanation based Natural Language
Processing System using semi-supervised bootstrapping, ML
approaches of Support Vector Machine (SVYM) and Random
Forest (RF) methods is being produced. A brief insight into
the design and development, i.e., the work done by various

authors till date are presented here in the form of an
extensive literature survey.°

Proposed Methodology
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Figure |.Block Diagram

The process, as shown in the flowchart, is conceived by
implementation of the following steps: (Figure 1).

e Data Collection — Collation of Kannada movie
assessments from different sources.

e Data Pre-processing — Normalization of collected data
to formulate it for classification.

e Lexicon Construction — Use of SentiWordNet and POS
Tagging for segmentation into positive, neutral, and
negative.

e Construction of Training Dataset — Labelling using self-
trained bootstrapping.

e Testing — Presentation assessment and contrast using
the machine learning classifiers SVM and Random
Forest.

Implementation and Result

We have utilized the techniques of classification using
SVM and Random Forest in both positive and negative
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assessment sets and have achieved results as shown in
Table 1. To calculate the performance of the two classifiers
with the created dataset, we use execution metrics.
The parameters used to evaluate and compare the two
methods are - Precision, Recall, F-measure, Accuracy. These
parameters are directly proportional to the executioni.e.,
better the result, better the algorithm. These parameters
are calculated using the True Positive (TP), True Negative
(TN), False Positive (FP) and False Negative (FN) values.
The accuracy of the classifiers of the Kannada reviews is
assessed based on the subsequent metrics:

Precision: The ratio of correctly predicted positive
observations to the total predicted positive observations;
TP
TP +FP
Recall (Sensitivity): The ratio of correctly predicted positive
observations to all observations in actual class given by;
r= _ TP
TP +FN
Accuracy: The ratio of correctly predicted observation
to the total observations, measures the closeness of the
measured value to the known value & is given by;
TP + TN
TP+ FP+FN + TN
F-measure: the weighted average of Precision and Recall
& is given by;

Accuracy =

P * P b
F - measure =2 x |
\P+R |

Table 1.Empirical results of the experiment

Classifier Metrics Value
Precision 86.77

Recall 87.99

SVM

F-measure 88.64

Accuracy 89.08

Precision 86.77

Recall 87.97

Random Forest

F-measure 88.64

Accuracy 86.73

Conclusion

In this paper, we submitted two machine learning methods
to discern user sentiments. As seen in Table 1, containing
the empirical results of our experiment, Random Forest and
SVM yield almost similar results, other than in the factor of
accuracy, where Random Forest classification outperforms
SVM approach. Sentiment Analysis in this domain aids the
business websites and helps them classify Kannada reviews
necessarily without any human interaction. This paper
delivers implementation of methods that are intended to
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assist the section of Kannada speaking readers who prefer
Kannada over English or are unable to read English.
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