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ABSTRACT

Traditional methods of personality judgement, such as self-report
questionnaires and manual assessments, are often limited by subjec-
tivity, time consumption and vulnerability to social desirability bias.
These drawbacks highlight the need for automated and data-driven
techniques that can provide more objective and scalable personality
evaluation. In this study, we explore the use of machine learning (ML)
algorithms to predict personality traits and systematically compare their
performances. Models including linear regression, decision tree, random
forest, support vector machine (SVM) and AdaBoost are implemented
on a benchmark dataset. The algorithms are evaluated using standard
metrics such as accuracy, precision, recall and F1-score to ensure a com-
prehensive analysis. Results reveal distinct strengths and weaknesses
across classifiers, offering insights into the most effective approaches
for personality judgement. The findings demonstrate the potential of
ML in advancing personality assessment and provide a foundation for
building reliable, interpretable and scalable solutions. Such approaches
can be applied in domains like human resource management, education
and mental health, where accurate personality insights are essential
for informed decision-making and personalised interventions.

Keywords: Machine Learning, Logistic Regression, SVM, Decision
Tree, F1-score

Introduction

linguistic, visual and physiological data, ML algorithms can
identify complex and often non-linear patterns associated

Personality of a person encircles every aspect of life. It
describes the pattern of thinking, feeling and character-
istics that predict and describe an individual’s behaviour
and also influence daily life activities, including emotions,
preferences, motives and health. Personality judgement has

long been a cornerstone of psychological science and
applied fields such as personnel selection, counselling and
education. Machine learning (ML) has become an essential
tool for modelling and understanding human personality
judgement. By learning from large volumes of behavioural,

with personality traits such as the Big Five dimensions
(openness, conscientiousness, extraversion, agreeableness,
and neuroticism, etc.).

In an increasingly data-driven era, the ability to judge or
infer personality traits has taken on renewed importance
across multiple domains ranging from human resources
and education to mental health andartificial intelligence
systems.? Recent research underscores several reasons why
personality judgement is especially relevant. Personality
judgement continues to show strong relationships with

International Journal of Advanced Research in Artificial Intelligence and Machine Learning Reviews (ISSN: 3117-4809)

Copyright (c) 2026: Author(s). Published by Advanced Research Publications



149

Kumar R et al.
Int. J. Adv. Res. Artif. Intell. Mach. Learn. Rev. 2026; 2(1)

important life outcomes. For example, studies reveal
that the Big Five traits outperform or match cognitive
measures in predicting non-educational outcomes such
as job performance, health and well-being, even when
accounting for socio-demographic variables.

In human resources and people analytics, personality
judgements are being used to complement or augment

Table |.Systematic Literature Review

traditional hiring tools. As resume authenticity becomes
harder to verify (with the rise of Al-generated documents),
personality assessments provide behavioural or trait-based
signals that are harder to fake.?

Literature Review

References | Author and Year Explanation Datjéspzurce Outcomes/ Research Gap
Analyzed smartphone It showed potential for digital
sensor data (GPS, app . ;

usage) to predict Big Smartphone behavior-based personality
4 Stachl et al. (2020) . . . sensors (GPS, | inference but limited by short data
Five personality traits app usage) collection periods and cultural
with Random Forest and PP 8 P
. dependence.
regression.
Linked app usage
5 Peltonen et al. categories to personality Abb usage logs It provided context-dependent and
(2020) traits using SVM and Pp usage fog culturally sensitive results.
regression.
. Studlec.l person‘allty Experl.ence It addressed static trait limitations
Ruegger et al. states via experience sampling + . i o
6 ) suggesting need for time-sensitive
(2020) sampling and smartphone . .
and adaptive personality models.
smartphone features. features
Meta-analysis of 21 High heterogeneity across studies
smartphone-based . L o
7 Marengo et al. rediction studies: Meta-analysis | indicates a lack of standardization
(2023) P . ’ (21 studies) in data features and modeling
extraversion most inelines
consistent. PP '
Used mindLAMP app It depicted predictive potential
combining surveys MindLAMP of personality features in mental
Currey et al. . . .
8 and passive sensing app (surveys + | health forecasting. However results
(2023) . . . .
for mental health sensing) relied on clinical samples with
forecasting. limited generalization.
Compared dialogue- Improved accuracy through NLP
9 Guo et al. (2024) based p.redlctlon across Dlalog.ue and transformer n'.lodfels but
task-oriented vs open- transcripts faced poor generalization and
domain contexts. interpretability challenges.
Fine- BERT,
R;rI;TEI:'lI'J:ceJ: Redd/it Reddit + Dependent on social media data;
1 shum et al. (2025) (PANDORA dataset) for PANDORA potential bias
. dataset
improved accuracy.

ISSN: 3117-4809

DOI: https://doi.org/10.24321/3117.4809.202602



Kumar R et al.
Int. J. Adv. Res. Artif. Intell. Mach. Learn. Rev. 2026; 2(1)

Methodology
Dataset

The dataset name ‘personality_dataset.csv’ used in this
study was obtained from Kaggle’s publicly available
data repository. It contains responses to standardised
personality questionnaires aligned with the Big Five
personality dimensions (openness, conscientiousness,
extraversion, agreeableness, and neuroticism). In total,
the dataset includes demographic variables, questionnaire
responses, and corresponding labels for each personality
dimension. These labels were adopted as the ground truth
for supervised learning tasks. The dataset was pre-cleaned,
but further processing was conducted to ensure consistency
and accuracy. The schematic diagram of methodology is
shown in Figure 1.

Dataset Collection
(EKaggle Personality Data)

¥ Encode Catc:rical Data
(True/False — O/1, Label Encoding)

i Check MissiTig Values
(Impute/;Removwe as neaeded)

Feature Scaling
L (Standard Scaler)

[ Train-Test Split
L (B0:20 ratio) )

Evaluation MMetrics
{Aaccuracy, Precision, Recall, Fl-score)

iodel Training
(LR, DT, RF. SV, AdaBoost)

Comparative Analysis
(MM odel Performance Comparison)

Figure 1.Schematic Working of Methodology
Data Pre-processing

Several preprocessing steps were applied to prepare the
data for modelling. First, the dataset was checked for missing
or null values column by column using functions such as
isnull().sum(). Categorical variables were then encoded
where required. Binary values originally represented
as “True/False” were mapped to numeric values (0/1),
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and multi-class categorical variables were transformed
using label encoding. To ensure uniform scaling across
features, the Standard Scaler technique was employed for
transforming all numerical values to zero mean and unit
variance. This step prevented scale-sensitive models such
as SVM and ensemble methods from being biased toward
features with larger ranges. The dataset was then divided
into training and testing sets using an 80:20 stratified split,
preserving class balance across personality dimensions.

Machine Learning Models

Five machine learning algorithms were implemented to
predict personality dimensions:

e Logistic Regression (LR): Logistic regression is a classical
statistical method used for binary (or multiclass)
classification, modelling the probability that a given
input belongs to a particular class via the logistic
(sigmoid) function. It assumes a linear relationship
between features and log-odds. It is interpretable,
robust baseline, but limited for complex non-linear
boundaries.?

e Decision Tree (DT): A decision tree is a non-parametric
supervised learning method that recursively partitions
the feature space, splitting on feature-value tests to
separate classes (or predict numeric values). It is widely
used due to its interpretability and ability to handle
categorical/continuous features. Starting from the
root, the algorithm selects a feature and split threshold
that best improves a purity metric (e.g. Gini impurity,
information gain, or entropy). The process continues
recursively until stopping criteria (max depth, minimum
samples etc.'

e Random Forest (RF): Random Forest is an ensemble
“bagging” method that builds a large number of
decision trees and aggregates their predictions (e.g.,
by majority vote for classification, averaging for
regression). This method is robust and less prone
to overfitting compared to a single decision tree. It
works well in practice for many tasks, handles high-
dimensional data and missing values.*

e Support Vector machine (SVM): A support vector
machine is a discriminative classifier that seeks an
optimal hyperplane separating classes by maximising
the margin (distance) between the hyperplane and
the nearest data points (support vectors). SVMs are
common in text classification, image recognition,
bioinformatics, etc.?®

e AdaBoost (Adaptive Boosting): AdaBoost is one of the
earliest boosting ensemble algorithms. It combines
many weak learners (often simple classifiers like
decision stumps) sequentially to form a strong classifier.
It can significantly improve performance over individual
weak learners by correcting mistakes iteratively.*®
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All models were trained under the same experimental
conditions. Hyper parameters were tuned using grid search
with cross-validation to optimise performance.

Parameters Tuning

Parameter tuning, also known as hyperparameter op-
timisation, refers to the process of selecting the most
appropriate configuration settings for various machine
learning (ML) algorithms to achieve optimal performance
on a given dataset. Table 2 describes various parameters
used along with their value in each of the applied ML
algorithms in this work.

Table 2.Parameters used for model training

Sr.

Parameters with value
No.

Model

criterion="gini”,

1. Decision Tree
! r max_depth=None

Random .
2 n_estimators=100
Forest
kernel="linear’
3. SVM - ’
probability=True
estimator=’
4 AdaBoost ExtraTreesClassifier’,
' Classifier n_estimators=50,

learning_rate=1.0

Variations in the values of these parameters could result
in various outcomes. After doing a sufficient number of
experiments, the above-mentioned values were determined
to be the most appropriate and produce optimal outcomes.

Feature Correlation

Feature correlation refers to the statistical relationship
between two or more features (variables) in a dataset.
It measures how changes in one feature are associated
with changes in another. A positive correlation means
both features increase or decrease together. A negative
correlation means when one feature increases, the other
decreases. A zero or weak correlation indicates little or no
linear relationship.

In machine learning, correlation analysis helps identify
redundant or highly related features, which can then be
reduced or removed to improve model performance and
avoid multicollinearity. A detailed feature analysis has also
been performed for our work. The pictorial representation
of this analysis has been shown in figure 2.

It has been clearly stated that all features of our datasets
are correlated in some way. For example, if the friends_
circle_size of any person got increased, then the social_
event_attendance of that person would also be increased.
It showed a positive correlation in these two features.

Feature Correlation Matrix
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Figure 2.Feature Correlation Matrix
Evaluation Metrics

The performance of the models was evaluated using
multiple standard metrics. Accuracy was computed to
assess overall correctness, while precision, recall, and F1-
score were calculated to provide a detailed analysis view
of model behaviour across different personality classes.
Weighted averages were reported to handle class imbalance
within the dataset. Cross-validation scores were also used
to assess robustness.

Comparative Analysis

The comparative analysis was performed by evaluating all
models on the same dataset under consistent settings. Their
performance was compared across all evaluation metrics.

Experiments and Results Analysis

This experiment used the widely useful and accessible
dataset ‘personality_dataset’ from the Kaggle repository.
This dataset included seven input columns and a single
output column. A total of 2900 rows were used for model
training. These studies used a variety of commonly used
Python libraries, including pandas, sklearn, seaborn, and
matplotlib. Each modal performance was also evaluated
using several performance criteria, such as accuracy,
Fl-score, precision, and recall. Table 1 compares the
assessment metrics for each ML algorithm.
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Table 3.Comparison of Performance Evaluation

Metrics
; LR DT RE | sym | Add
Boost
Accu-
racy 92.93% | 86.72% | 92.41% | 92.93% | 93.10%
Siin:e 92.79% | 86.78% | 92.44% | 92.96% | 91.61%
Preci-
sion 90.72% | 86.72% | 92.41% | 92.93% | 94.24%
Recall | 94.96% | 86.73% | 92.42% | 92.93% | 92.91%
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Figure 3.Confusion matrix of Logistic Regression
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Figure 5.Confusion matrix of Random Forest
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Figure 4.Confusion matrix of Decision Tree
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Figure 6.Confusion matrix of Support vector machine

Confusion Matrix - Adaboost with ExtraTreeClassifier
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Figure 7.Confusion matrix of AdaBoost
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Further, confusion matrices have been also shown for
each ML technique.

Accuracy is the percentage of correctly categorised samples
(both positive and negative) among all samples. AdaBoost
with Extra Tree classifiers has been shown to be the most
accurate. Precision, on the other hand, is the fraction of
accurately predicted positive samples among all samples
projected by the model to be positive. AdaBoost also
has the highest value of precision. Recall (also known as
sensitivity or true positive rate) is the proportion of positive
samples that the model properly detects as positive. In
this study, logistic regression produces the highest recall
value. The Fl-score indicates how well a model performs
when we need to balance precision and recall, particularly
in imbalanced datasets. So, in this scenario, SVM scored
the highest value.

Interpretability trade-offs between Methods

The interpretability trade-offs between large ensemble
models (like Random Forest and AdaBoost) and simpler
methods (such as logistic regression and decision trees)
are clear in this work. Complex ensemble models such
as Random Forest and AdaBoost improve accuracy and
robustness by integrating numerous weak or base learners
to capture non-linear and high-dimensional correlations in
data. However, thisimprovement in performance comes at
the expense of decreased interpretability since the internal
decision-making process becomes opaque and difficult to
track or explain. Simpler models such as logistic regression
and decision trees are more visible and interpretable,
allowing researchers to see the value of features, decision
rules and weight coefficients. This transparency makes them
ideal when model explainability and ethical accountability
are important.

Conclusion

This study demonstrated the effectiveness of machine
learning techniques in predicting personality traits among
people. By systematically evaluating logistic regression,
decision tree, random forest, SVM and AdaBoost on
the Kaggle personality dataset, the results highlighted
the distinct strengths of each model. While AdaBoost
achieved the highest overall accuracy and precision, logistic
regression produced the best recall, and SVM achieved
the strongest Fl-score, showing the trade-offs between
different approaches. These findings confirm that no
single algorithm universally outperforms others across all
evaluation metrics. Instead, the choice of model should be
guided by the specific requirements of the application, such
as prioritising sensitivity, interpretability or overall accuracy.

Limitations / Ethical Considerations

Automated personality prediction using machine learning
involves key ethical and practical challenges. Privacy

concerns arise from using sensitive behavioural data
requiring consent and secure handling. Model bias may
lead to unfair predictions across demographic groups,
while limited interpretability of complex models reduces
transparency. Results based on a single dataset may not
generalise across contexts. Therefore, responsible data
use, fairness and explainable modelling are essential for
ethical and reliable deployment. According to the research,
complicated ensemble models that capture non-linear
personality patterns, such as Random Forest and AdaBoost,
yield improved accuracy and robustness at the expense
of interpretability. Unlike more straightforward models
like decision trees and logistic regression, which may
ignore intricate correlations but are nonetheless more
apparent. Their decision-making processes are hard to
describe. Ensemble approaches, however, might be at risk
of overfitting due to the moderate size of the dataset (about
2,900 samples), as they are able to capture noise and small
variations in the training data. Simpler models emphasise
the trade-off between model complexity, interpretability
and generalisation. They are often more stable and less
prone to overfitting despite being less strong.
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